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Course Objectives

- Acquire a general knowledge of Parallel Computing concepts, 
terminology, and code design strategies


- Acquire practical skills on remote access to shared computing 
environments, data handling, batch scheduling for parallel jobs


- Acquire basic knowledge of Message Passing Interface (MPI) 
protocols to implement parallel algorithms


- Apply all these skills to some typical problems in astrophysics and 
cosmology (N-body) using the public code Gadget-2


- Embark in Master Thesis or PhD projects on Computational 
Astrophysics/Cosmology
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Reference teaching material: lecture slides



Open
Physics

Hub

Course Tools
This course is part of the Open Physics Hub project:


https://site.unibo.it/openphysicshub

and will have direct access to the DIFA HPC cluster 

(laboratory sessions will be performed hands-on on this cluster)

https://site.unibo.it/openphysicshub
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